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ABSTRACT
DRAM further scaling becomes more and more challeng-
ing, making restore operation an serious issue in the near
future. Fortunately, a wide range of modern applications
are able to tolerate error or inexactness, providing a new
dimension to mitigate the slow-restore issue. And thus, we
can trade-off acceptable QoS loss in those applications to
accelerate restore operations, and further to achieve perfor-
mance and energy improvements. In this extended research
abstract, we briefly explore DRAM restore-based approxi-
mate computing, and present a preliminary evaluation on
impacts of quality-of-service (QoS) degradation and perfor-
mance speedup. We show that restore-based approximate
computing is a challenging work, and dedicated error cor-
rection/tolerance techniques are needed to balance QoS and
performance.

Categories and Subject Descriptors
B.3.1 [Memory Structures]: Semiconductor Memories—
Dynamic Memory (DRAM); B.3.3 [Memory Structures]:
Performance Analysis and Design Aids
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1. INTRODUCTION
This section presents brief introductions on DRAM scaling

issues and approximate computing works.

1.1 DRAM Scaling
As the de facto standard memory, DRAM’s great suc-

cess is tremendously contributed by its continuous scaling
to maintain growth on density, energy efficiency and band-
width, etc. However, after decades’ scaling, DRAM nowa-
days has entered into 20nm [23], which faces significant chal-
lenges, including more leaky cells [22], slow sensing and
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restoring operations, severer process variations [7] and dis-
turbance [16].

To tackle the scaling issues, whereas significant researches
have been put into retention and refresh [11, 18, 5], and
sensing [17, 28, 27], no explorations have been performed
on restoring until recently [15, 30, 31]. Among the prior
arts, Kang et al. [15] first raised the slow restore issue; and,
ChunkRemap [30] was later proposed to utilize chunk remap-
ping to lower restore timings; Zhang et al. mitigated slow
restore issue with early truncation designs[31]. All of those
slow-restore solutions lie on hardware and architectural lev-
els, which are completely unaware of the features of running
programs.

1.2 Approximate Computing
Energy and power are increasing concerns in modern com-

puter systems, and much energy is spent on guaranteeing
correctness [25]. Nevertheless, many applications have in-
trinsic resilience to runtime errors [8, 25], providing good
opportunities to explore energy-accuracy tradeoff. For in-
stance, in domains like machine learning and computer vi-
sion, algorithms are usually heuristic based, and thus the
final results are not 100% accurate. The algorithm can func-
tion much better, if the execution time and power consump-
tion can be significantly brought down, while the output
accuracy has a slight decrease.

Previous works on approximate computing performed ex-
plorations on both hardware [6, 19, 26, 12, 14, 13] and soft-
ware [4, 25, 3]. Among them, there is significant research on
efficient memory system, which is also the focus of our ex-
ploration. Flikker [19] refreshes approximate data at lower
rates to save DRAM refresh energy, which was recently ex-
tended by [20] and [24]. Esmaeilzadeh et al [9] proposed to
apply dual voltage to SRAM array to balance energy and
accuracy; Drowsy caches [10] reduces the supply voltage to
save power; and, papers [26] and [12] applied approximate
computing to optimize PCM lifetime and density.

1.3 Contributions
By exploiting program features, we can find more efficient

and innovative ways to mitigate the slow restore issue. And,
instead of getting efficient approximate storage [20, 12], our
work here applies approximate computing to improve restore
operation, which is on the critical path and has runtime im-
pacts on programs. Compared to refresh-based approxima-
tion designs [19, 20, 24], it is more challenging to control
the QoS in restore scenario, but the expected improvements
are also much higher because restore directly contributes to
access latency. This research abstract presents our pioneer-



Table 1: Sampled tWR cumulative distribution in DRAM chips. (in Byte units)

tWR(ns) ≥ 35 ≥ 30 ≥ 25 ≥ 20 ≥ 15 ≥ 14 ≥ 13 ≥ 12 ≥ 11
perc(%) ≈0 0.01 0.03 0.05 0.44 1.45 4.59 13.59 36.76

ing studies on approximation-aware restore, and outlines the
directions to perform further explorations.

2. MOTIVATION AND DESIGN
Table 1 shows the sampled tWR 1 distribution. From the

table, we can see that while the worst-case value can be as
large as 35ns, only 0.44% fall beyond the 15ns specification
value, and over 95% are below 13ns. Accordingly, if the
slow-to-restore cells can be tolerated by the applications,
then we can accelerate accesses by applying lower restore
timings instead of the original worst-case ones, as illustrated
by Figure 1.

From the figure we can see that whereas worst-case deter-
mined strategy gives ’25’/’25’/’26’ for the rows, lower values
of ’20’/’13’/’22’ can be achieved by sacrificing the very-slow
ones, and only several faults (’0’) are injected. We also know
that the fault locations cause errors with 50% probability,
i.e., bit flip only happens when original bit is ’1’, and hence
the impact of those faulty bits is very limited.
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Figure 1: Generate mask map (’1’ is precise, ’0’ is
fault) by lowering row-level restore goals in original
DRAM restore map (circled values are the worst
timings, in nano-second, in the rows).

Nevertheless, the portion of slow-to-restore cells, as re-
ported in Table 1, are much higher than that of leaky ones
[18], and thus restore-based approximation are expected to
have much larger impact than refresh-based ones [20, 24].
Moreover, differing form previous approximate proposals of
using memory as storage [12, 20], approximated restore tim-
ings here impact the run-time computations, e.g., flips of
sign and exponential bits in floating points may totally change
the values and final outputs.

3. EXPERIMENTAL METHODOLOGY
The general goal of approximate computing is to achieve

performance and energy improvements with acceptable quality-
of-service (QoS) degradation. Accordingly, we adopt a two-
phase methodology [21] to evaluate the proposed design. In
first phase, a Pin-based simulator is used to instrument the
beforehand annotated programs; during runtime, all loads

1tWR is write recovery time, which is the restore timing of
write operation. The specification value has been kept at
15ns from DDR to DDR4 [30]. Values were collected follow-
ing prior work [30].

and stores of integer and floating-point variables are cap-
tured, and the values of approximated ones are clobbered
on-the-fly. For value change, the memory restore/mask map
is accessed to inject faults into precise memory operands.
Address mapping, allocation and data cache are also in-
cluded in the Pintool, and thus we are capable to sweep
over different allocation strategies and various restore goals
to examine the quality of approximate results.

In the first phase, applications are executed to the end to
output the final results; meanwhile, instructions are traced
out as input to our second-phase simulation. In the second
phase, conventional simulators are used to collect perfor-
mance and energy values. Apparently, both phases should
be involved into the evaluations, and hence we choose QoS
and performance as the metrics. As for QoS metric, we com-
pare the results of approximate execution against those of
precise, and application-specific metric is used [25, 21]. For
instance, QoS of blackscholes, a financial analysis applica-
tion from PARSEC 3.0, is measured using the percentage of
different prices between precise and approximate runs.

4. PRELIMINARY EVALUATION
Our preliminary evaluation was designed to study the ef-

fects of approximation-aware restore on application output
quality (QoS). Benchmarks kmeans [29], blackscholes [29],
raytracer [1] and scimarks [2] were evaluated, which comes
from different domains, including machine learning, financial
analysis and scientific computing, etc. And, the QoS metrics
generally follow [29] and [25]. The configurations were sim-
plified by setting a low restore goal for the whole memory
system, and further random page mapping was adopted.
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Figure 2: QoS of different restoring goals. For each
benchmark, results are presented in tWR descending
order. QoS loss values are labelled over each bar.

The collected QoS results are reported in Figure 2 by
sweeping a series of restoring goals. Clearly, we can see that
by decreasing restoring timings, QoS degradation gradually
goes up, and the most serious degradation is reached at the
lowest timing, i.e. tWR=12. Further, even quite high re-
store timings can lead to unacceptable QoS loss, e.g., lu suf-
fers from 46.49% loss at tWR=30 and sor sees 15.28% loss
at tWR=25. Nevertheless, low power consumption and high
performance gains can only be effectively achieved at low re-



store timings [30, 31]. As a result, it is a super challenging
work to achieve both acceptable QoS and energy/performance
improvements.

5. CONCLUSION AND FUTURE WORK
The preliminary results imply that it is challenging to

strike a balance between performance/energy improvements
and QoS loss. To achieve acceptable QoS, conservative re-
store approximation and dedicated correction techniques should
be utilized to protect the important bits. In addition, higher
level techniques like memory allocation and data remapping
can be used to constraint the impacts of faulty locations.

We plan to leverage a combination of techniques to im-
plement generalized approximation-aware restore, have de-
tailed hardware and software designs, and perform the eval-
uations across a wider spectrum of applications.
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