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Abstract—GPUs have been heavily utilized in diverse applications, and
numerous approaches, including kernel fusion, have been proposed to
boost GPU efficiency through concurrent kernel execution. However, these
approaches generally overlook the opportunities to mitigate warp stalls
and improve instruction level parallelism (ILP) in inter-kernel resource
sharing. To address this issue, we introduce GoPTX, a novel design for
kernel fusion that improves ILP through deliberate weaving instructions
at the PTX level. GoPTX establishes a merged control flow graph
(CFG) from original kernels, enabling to interleaving of instructions that
were sequentially executed by default and minimizing pipeline stalls on
data hazards. We further propose a latency-aware instruction weaving
algorithm for more efficient instruction scheduling and an adaptive code
slicing method to enlarge the scheduling space. Experimental evaluation
demonstrates that GoPTX achieves an average speedup of 11.2% over the
baseline concurrent execution, with a maximum improvement of 23%.
The hardware resource utilization statistics show significant enhance-
ments in eligible warps per cycle and resource use.

Index Terms—GPU, Kernel Fusion, ILP, Warp Stall, Data Hazard

I. INTRODUCTION

As GPUs incorporate an increasing amount of computing re-
sources, it becomes difficult for a single GPU kernel to fully utilize
the vast resources. One solution is to share resources through concur-
rent kernel execution, where GPU vendors provide hardware parallel
task queues and management, such as cuStream, MPS [1], and MIG
[2] to execute multiple tasks. Essentially, these solutions rely on the
GPU’s thread-block (TB) scheduler to allocate resources among the
co-running kernels. Nonetheless, the leftover policy [3], [4] employed
by the TB scheduler results in imbalanced resource allocation, greatly
limiting the effectiveness of intra-SM resource sharing.

To overcome the hardware limitations, software-based approaches
have been proposed for improving inter-kernel resourcing utilization.
One such representative method is kernel fusion, which has been
adopted by mainstream deep learning frameworks [5], [6], tools [7],
[8] and systems [9], [10]. The fused kernel enforces the co-execution
of instructions from two kernels onto the same SM which issues
warps that utilize complementary resources, thereby improving the
overall SM utilization. However, such warp-level concurrency incurs
frequent thread context switching and stalls because of resource
contention [3], which can negatively impact the instruction pipeline
and further ILP. To mitigate such overhead, carefully instruction
scheduling is needed and thus a fine-grained technique to weave
instruction flows from concurrent kernels into a unified flow is
urgently demanded. By weaving independent instructions, the data
dependency length can be increased, allowing instructions from
another kernel to proceed without stalling or warp switching, filling
pipeline bubbles, hiding the execution latency, as shown in Figure 1.

However, several unique challenges are associated with instruction
weaving. First, kernels may have complex control flow graphs (CFGs)
that include synchronization barriers for groups of threads. Weaving
the instructions of these kernels requires a careful operation to merge
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Second Kernel
1 mov %s1, 1
2 mov %s2, %s1

First Kernel
1 mov ��1, 1
2 mov ��2, ��1
3 mov ��3, ��2

       data dependency

Weaved Kernel
1 mov ��1, 1
2 mov %s1, 1
3 mov ��2, ��1
4 mov %s2, %s1
5 mov ��3, ��2

Fig. 1: Increase dependency length by instruction weaving.

the diverging CFGs into a unified structure while ensuring correct-
ness and avoiding potential deadlocks. Second, achieving perfect
instruction reordering is an NP-hard problem [11], [12], especially
for GPUs with thousands of parallel threads. Identifying a near-
optimal weaving output within a limited time is crucial for a feasible
solution. To the best of our knowledge, no existing software-based
solutions automatically weave instructions from distinct kernels to
share resources and optimize ILP. Previous attempts [13], [14] have
been limited to fusion at the source code level, focusing primarily
on exploiting TLP.

In this paper, we present GoPTX, a novel design for kernel fusion
that operates at the PTX level. GoPTX introduces a new CFG merging
algorithm to unify CFGs from multiple kernels, which involves
critical techniques to preserve the execution semantics and resolve
deadlocks caused by synchronization. Moreover, we develop a latency
model to guide the interleaving of independent instructions within
the basic blocks of newly generated CFGs, which effectively helps
fill pipeline bubbles to optimize execution performance. Additionally,
the latency model is used to estimate the elapsed cycles of basic
blocks (BBs), enabling the adaptive slicing of long codes into
balanced segments before CFG merging, creating more opportunities
for instruction weaving.

The contributions of this paper are summarized as follows:
• Our analysis reveals that GPU warp stalls primarily originate

from the scoreboard, hinders the achievable ILP.
• We propose GoPTX, a design for kernel fusion that weaves

instructions from distinct kernels and fills the pipeline bubbles.
GoPTX is further augmented with code slicing to expose more
ILP opportunities. GoPTX particular handles to avoid deadlocks.

• Evaluations show that GoPTX effectively improves execution
performance with optimized hardware utilization and reduced
stalls, outperforming the prior arts of kernel fusion.

II. BACKGROUND AND MOTIVATION

A. Background

a) GPU Hardware Architecture: A GPU1 consists of multi-
ple streaming multiprocessors (SMs), each containing hundreds of
processing cores and on-chip components like register files and

1We use the terms from NVIDIA GPU design in this paper.



L1 caches. Logical threads execute on these cores in a single-
instruction multiple-thread (SIMT) fashion. A group of 32 threads (a
warp) operates in lock-step within the execution pipeline. If a warp
stalls, the scheduler switches to another eligible warp, continuously
issuing instructions (Figure 2). This thread-level parallelism (TLP)
hides instruction pipeline latency, making the GPU a high-throughput
computational device.

selected
warp

instruction

warp scheduler

eligible warp

switch

stalled 
warp
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Fig. 2: The GPU warp scheduler frequently encounters stalls, causing
a switch to another thread and resulting in “bubbles” (pink colored)
on the execution path.

b) CUDA Compilation Workflow: Programmers define parallel
portions of their applications as kernels within the vendor’s dialect
(e.g., CUDA C). As shown in Figure 3, the CUDA frontend (e.g.,
nvcc or clang [15]) parses the source code and generates an
intermediate representation (IR) named PTX. Subsequently, the PTX
code is compiled by the backend compiler ptxas into an executable
binary file (cubin) that is tailored for the target GPU architecture.
PTX is defined by NVIDIA and resembles LLVM IR [16]. A kernel
in PTX consists of basic blocks (BBs) forming a control flow graph
(CFG). Each BB contains a bunch of diverse instructions and ends
with a terminator instruction (e.g., a branch or function return).
All the instructions are in single-assignment form with limitless
registers available and may include hardware-specific primitives like
barriers and tensor core operations. PTX offers a direct abstraction of
the underlying GPU hardware, enabling effective backend compiler
optimizations.

CUDA C
1__global__ void relu(float *x){

2  if (*x >= 0) return;

3  *x = 0;

4 }

nvcc

01100110
1010100...

cubin

ptxas

PTX

1.visible.entry relu(.para�.u64 x){

2   L0: ld.para�.u64 %rd1, [x];

3       ld.global.f32 ��1, [�rd1];

4       setp.ge.f32 %p, ��1, 0

5       @%p bra L2;

6   L1: mov.u32 %r1, 0;

7       st.global.u32 [�rd1], %r1;

8   L2: ret;

9 }

CFG

0 1 2p=true

p=false

Fig. 3: CUDA compilation workflow.

c) Kernel Fusion: Targeting improved utilization and perfor-
mance, kernel fusion combines two concurrent kernels at the software
level to share on-chip resources. Unlike hardware methods, kernel
fusion incurs no hardware overhead or limitations, making it flexible
and efficient. Figure 4 shows two primary existing fusion techniques
and our desire. Vertical fusion (VFuse) [13] sequentially combines
the instructions from input kernels, horizontal fusion (HFuse) [14]
distributes the instructions to different warps, while our desired fine-
grained weaves two kernels together.

B. Opportunity to Mitigate Warp Stalls

We analyze utilization statistics from representative application
kernels (Section IV-B) to explore the potential of ILP. Figure 5a

compares the average number of eligible warps per cycle (EWPC)
of the kernels. We observed that the EWPC of other kernels is sig-
nificantly lower compared to the computationally intensive MICND
kernel. Figure 5b shows the stall reasons. The most prevalent stall
cause for kernels other than MICND is the scoreboard, which handles
data dependencies and enables out-of-order instruction execution.
This suggests that data hazards and resource contention cause pipeline
stalls and limit the achievable EWPC and ILP.

To alleviate the scoreboard stalls , fine-grained instruction schedul-
ing is required. However, current intra-kernel instruction reordering
techniques reach a performance ceiling because of data dependents.
Therefore, we turn to “weave” instructions between concurrent
kernels for further scheduling space. Figure 1 shows an example,
where each instruction depends on the previous one so all the data
dependency length is 1, and can not be reordered or pipelined to
improve ILP. After weaving, all the dependency length increases to
2, improving the pipeline’s ability to process dependent instructions.

III. DESIGN

In this section, we present GoPTX, a novel design for kernel fusion
that improves ILP by weaving instructions at PTX level, enabling
efficient resource sharing between kernels while mitigating warp
stalls. Figure 6 depicts the overall workflow of GoPTX, generating
a weaved PTX code from two input PTX codes. The workflow
comprises three phases:

a) CFG Merging: A new control flow graph (CFG) is con-
structed, unifying the execution paths of both kernels. Branching
conditions and dummy nodes are inserted to maintain equivalents
and avoid deadlocks.

b) Instruction Weaving: A low-complexity weaving strategy
constructs a locally optimal instruction sequence, minimizing pipeline
stalls. Instructions are scheduled based on latencies measured via
micro-benchmarking.

c) Code Slicing (Optional): Long BBs are split into multiple
short segments before CFG merging, creating opportunities for cross-
BB instruction weaving.

A. CFG Merging

Algorithm 1 describes CFG merging (CFM) as a traversal proce-
dure working on BB-level. CFM merges the input kernels, denoted
as F and S into a merged CFG M , ensuring that the generated CFG
preserves the execution semantics of both original kernels. Initially,
the output CFG M is set to empty. The traversal begins at the initial
state ⟨0, 0⟩ of M , corresponding to the starting BBs F0 and S0

of both CFGs (lines 3–6). For each traversed state ⟨f, s⟩ (line 8),
the followings are performed. Firstly, CFM fuses BBs Ff and Ss

into a single BB M [⟨f, s⟩], providing the foundation for instruction
weaving. Then, the successors of the merged BB are retrieved using
the function get next list (line 10). The traversal continues until
all possible state M [⟨f, s⟩] are consumed (lines 11–15).

The function get next list is tailored to handle branching in CFG
merging. Figure 7 illustrates the outputs of this function, depending
on the characteristics of the origin basic blocks (BB) F [f ], S[s].
For trivial BBs without branches (Figure 7a), the function returns
the succeeding BB if M [⟨f, s⟩] is not an end node, otherwise an
empty node. When the BB has conditional branches (Figure 7b),
the function exhaustively combines each conditional branch from the
original kernels. To handle the branching logic correctly, two dummy
nodes are inserted, allowing the complete conditions to be determined
and facilitating correct execution across the merged paths.



VFuse Kernel
1  __global__ __launch_bounds__(32)
2  void vfuse(float x, float y) {
3    x1 = 1; x2 = 2;
4    if (x < 0) {
5      x2 = 1; x1 = 2;
6    }
7    y1 = 1; y2 = 2;
8    if (y < 0) {
9      y2 = 1; y1 = 2;
10   }
11 }

HFuse Kernel
1 __global__ __launch_bounds__(64)
2  void hfuse(float x, float y){
3    if (threadIdx.x < 32) {
4      x1 = 1; x2 = 2;
5      if (x < 0) {
6        x2 = 1; x1 = 2;
7      }
8    } else {
9      y1 = 1; y2 = 2;
10     if (y < 0) {
11       y2 = 1; y1 = 2;
12     }
13   }
14 }

First Kernel

1  __global__ __launch_bounds__(32)

2  void first(float x) {

3    x1 = 1; x2 = 2;

4    if (x < 0) {

5      x2 = 1; x1 = 2;

6    }

7  }

Second Kernel

1  __global__ __launch_bounds__(32)

2  void second(float y) {

3    y1 = 1; y2 = 2;

4    if (y < 0) {

5      y2 = 1; y1 = 2;

6    }

7  }

1  __global__ __launch_bounds__(32)
2  void desire(float x, float y) {
3    x1 = 1; y1 = 1;

5    if (x < 0 && y < 0) {
6      x2 = 1; y2 = 1;

8    } else if (x < 0) {
9      x2 = 1; x1 = 2;
10    } else if (y < 0) {
11      y2 = 1; y1 = 2;
12   }
13 }

4    x2 = 2; y2 = 2;

7      x1 = 2; y1 = 2;

Desire Kernel

Fig. 4: Illustrative examples of first and second input kernel with coarse-grained (VFuse, HFuse) and fine-grained (Desired) fusion.
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Fig. 5: EWPC and stall reasons distribution.

Algorithm 1 Control Flow Graph Merging

1: input: F ̸= ∅, S ̸= ∅ {the first and the second input CFG}
2: output: M {the merged CFG}
3: M ← ∅
4: M.add node(< 0, 0 >)
5: Stack ← {< 0, 0 >}
6: Pushed← {< 0, 0 >}
7: while Stack ̸= ∅ do
8: < f, s >← Stack.pop()
9: M [< f, s >].block ← F [f ].block + S[s].block

10: for < u, v >∈ get next list(< f, s >, F, S) do
11: if < u, v >/∈ Pushed then
12: M.add node(< u, v >)
13: Stack.push(< u, v >)
14: Pushed.insert(< u, v >)
15: end if
16: M.add edge(< f, s >,< u, v >)
17: end for
18: end while
19: return M

B. Latency-Aware Instruction Weaving

Having fused the BBs from two kernels in Section III-A, we now
focus on scheduling instructions from both input BBs within a limited
time frame. However, finding the best instruction scheduling for a
given basic block is a well-known NP-hard problem [11], [12] when
the instruction dependencies form a directed acyclic graph (DAG)
instead of a tree. To generate an optimized heuristic input for the
ptxas backend compiler, we simplify the problem and propose a
latency-aware instruction weaving method. We propose a latency-
aware weaving algorithm based on the metrics measured in Paragraph
III-D0b, which can be viewed as a greedy algorithm that takes
instructions lists of the fusing BBs as input. As shown in Figure 8,
in each iteration, GoPTX calculates the sum of instruction latencies
for instructions already woven from each list, and selects a new

instruction from the list with the lower sum. If the sums are equal, the
instruction with the higher individual latency is chosen. The process
continues until all instructions are woven.

C. Adaptive Code Slicing

The basic CFM approach can overlook weaving opportunities when
block sizes differ significantly as the smaller block may not provide
sufficient instructions to hide the latency of the longer instruction
flow. To address this, we introduce code slicing, dynamically adjust-
ing block sizes to balance latencies and maximize weaving potential.
Slicing involves dividing blocks into smaller segments, ensuring
each segment’s execution time remains below a threshold, which is
determined by the average number of execution cycles of all basic
blocks, as shown in Equation 1. This strategy balances block sizes,
maximizes weaving opportunities, and improves latency hiding.

threshold =


∑Nblocks

i=1

∑Mblocki
j=1 latency(blocki, j)

Nblocks

 (1)

D. Implementation

a) PTX Code Transformation: Due to the lack of official PTX
processing tools from NVIDIA, we developed a custom PTX parser
based on ANTLR4 [17]. This parser enables in-depth control flow
and identifier analysis and allows us to rename identifiers from
two kernels before CFG merging to prevent namespace conflicts.
Compared to source code level work [13], [14], PTX-level transfor-
mation provides a closer abstraction to the underlying GPU hardware
while maintaining a simple intermediate representation, benefiting
instruction-level manipulation in GoPTX. Our design also avoids
modifying existing CUDA C source code and executables, ensuring
easy adaptability to existing code for current and future devices.

b) Instruction Latency Model: We measure instruction latency
via microbenchmark [18] which records the average execution cycles
of a single thread repeatedly executing the target PTX instruction. For
shared memory and global memory accesses, we employ a pointer-
chasing technique to ensure accurate latency measurements. This
technique serializes memory accesses, preventing simultaneous multi-
ple memory accesses that could lead to inaccurate measurements. The
resulting latency profile enables precise performance predictions and
optimizations specific to the GPU architecture, providing a versatile
solution for instruction weaving.

c) Race Condition Avoiding: GPU thread synchronization in-
structions, such as barriers and tensorcore operations, can lead to
deadlocks when weaving instructions from two kernels. As shown
in Figure 9a, both the input CFGs contain blocks with synchro-
nization instructions. However, one of the CFGs exhibits different
threads performing synchronization operations in different branches,
disrupting the synchronization order in the merged CFG, and leading
to potential deadlocks. To address this issue (Figure 9b), during
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Fig. 6: Overall workflow of GoPTX, with three key phases of Slicing, Weaving and Merging, and additional phases of Preprocessing and
Postprocessing.
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(a) Merge trivial nodes: directly merge BBs without branches.
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(b) Merge conditional branches: insert dummy nodes and branching
for divergent control flow.

Fig. 7: Merging the control flow from two kernels.
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Fig. 8: The weaving process. Instruction 7 is selected because
instruction 6’s latency is lower than the sum of instruction 1 and
instruction 2.

CFG merging, when encountering a block with synchronization
instructions from the second kernel, we insert dummy blocks before
it until the preceding block and its successors from the first kernel
have no synchronization instructions. This ensures that threads do not
stall indefinitely and preserves the original control flow, resulting in
deadlock-free instruction weaving.

d) Register Tuning: CFG merging can increase register pres-
sure, impacting occupancy and performance. Based on profiling, we
measure the optimal -maxrregcount parameter in (32, 40, 48, 64,
80, 128, 256) to balance ILP and TLP.

e) Multiple Kernel Fusing: N-kernel fusion can be decomposed
into sub-problems, e.g., (A+B)+C for 3-kernel fusion. However,
previous studies [14] showed that merging more kernels diminishes
returns due to the long tail effect.

IV. EVALUATION METHODOLOGY

A. Hardware and Software Platform

We conduct experiments on a server featuring AMD EPYC 7742
CPU, 256GB DRAM, and NVIDIA A100-PCIE-40GB GPU. We lock

Merged CFG with a deadlock

sync 1
sync 0

Deadlock

sync 0
sync 1

First CFG

sync 0

Second CFG

sync 1

sync 1

(a) Deadlock occurs when the synchronization barrier in different
branches of the kernels waits indefinitely for each other.

Merged CFG without deadlock

empty

dummy

sync 0

dummy sync 1

sync 0

sync 1

empty

Second CFG

dummy

dummy

sync 1 sync 1

First CFG

sync 0

(b) Deadlock solved by inserting dummy blocks before synchroniza-
tions, delaying the barriers to prevent conflicts.

Fig. 9: Addressing race condition in the weaved kernel.

the GPU on max frequency 1410 MHz. The operating system is
Ubuntu 24.04LTS, and CUDA driver version is 555.42.06. We use
nvcc and ptxas shipped with CUDA 12.5.1, and clang 17.0.6 as
the host compiler with compile option -O3 -arch=sm_80.

B. Workloads

We evaluate GoPTX using multiple representative kernels drawn
from realistic applications like the Rodinia Benchmark Suite [19],
ONNX-runtime [20], CUDA Samples [21], and HIPACC Sam-
ples [22]. Table I characterizes the kernels in terms of register
count (Reg), arithmetic operations (INT, FP), synchronization barrier
(Sync), shared memory (Smem) and Tensor Core use (TC). For
evaluation, we pair each kernel with all others, including itself,
to create concurrent execution cases per kernel. This showcases
GoPTX’s ability to transcend source code limitations and integrate
seamlessly into existing scheduling systems [23], [24]. To maintain
consistent experimental conditions, we adjust the kernels to employ a
standardized launch configuration without compromising correctness
or performance, as supported by previous studies [13], [14]. In detail,
we set the blockDim to (256,1,1) and the gridDim to (1048576,1,1).
For HFuse, the blockDim is specifically set to (512,1,1) since HFuse
directly combines two kernels at the block level. This launch config-
uration fulfills A100’s stream multiprocessors to isolate the impact
of instruction weaving and other factors on overall performance.



TABLE I: Kernels and their resource requirements.

kernel Time Reg INT FP Sync Smem TC

GELU [20] 1.96ms 19 ✓
HARRIS [22] 1.49ms 14 ✓

LUD [19] 3.68ms 30 ✓ ✓ ✓
MICND [21] 1.25ms 15 ✓
SORT [19] 3.19ms 17 ✓ ✓
STMS [22] 1.63ms 12 ✓ ✓

WMMA [21] 2.81ms 44 ✓ ✓ ✓

C. Metrics

To evaluate the effectiveness of our approach, we collect statistics
with the CUDA Profiling Tools Interface (CUPTI) [25], with metrics
being listed in Table II. EWPC is the indicator we focus on,
representing the average number of warps ready per clock cycle. The
higher the value, the more instructions can be executed at the same
time, and the higher the ILP. AOC is the number of active warps per
cycle divided by the GPU’s maximum supported, representing TLP.
Other indicators measure the GPU hardware utilization.

TABLE II: Hardware metrics to reflect resource usages.

Metric Note Type

EWPC eligible warps per cycle ILP indicator
AOC achieved occupancy TLP indicator
DU dram utilization

off-chip
resource

L2U l2 cache utilization
L2HR l2 cache hit rate
ISU issue slot utilization
LSU load-store unit utilization on-chip
SPU single precision unit utilization resource
TSU tex/l1 unified cache utilization
THR tex/l1 cache hit rate

D. Comparing Schemes

We compare GoPTX with the following schemes shown in Figure
4 in our experiments: ❶ Baseline, launching two kernels in separate
cuStreams to enable concurrent execution; ❷ VFuse [13], concate-
nating two kernels sequentially for fusion; ❸ HFuse [14], scheduling
two kernels into different warps; ❹ GoPTX, our proposed design,
merging control flow and weaving instructions.

V. RESULTS AND ANALYSIS

A. Performance Improvement

Figure 10 shows the overall speedup achieved by GoPTX, which
delivers an average of 11.2% speedup over the baseline, ranging from
23% (STMS+LUD) to -2% (WMMA+GELU). In contrast, VFuse and
HFuse achieve moderate geometric mean speedups of 6.4% and 1%,
respectively. While VFuse can achieve significant performance gains
in certain compute-intensive benchmarks (LUD, MICND, WMMA),
its benefits are less pronounced in others. HFuse, on the other hand,
does not always lead to performance improvements as it requires
extensive profiling to determine the optimal kernel combine ratio [14].
GoPTX significantly outperforms both HFuse and VFuse in the
vast majority of benchmarks, except for WMMA. The WMMA kernel
employs a large number of warp synchronization instructions to
utilize tensor cores. To avoid deadlocks, GoPTX adopts a conservative
merge strategy, which introduces overhead and leads to a slight
performance decrease (0.05%) compared to VFuse.

Figure 11 showcases the impact of our approach on instruction-
level parallelism (ILP), as measured by the number of eligible warps
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Fig. 10: Performance improvement.

per cycle (EWPC). The data reveals that HFuse reduces EWPC by
14.4% in exchange for TLP improvement, while VFuse exhibits
minimal changes in EWPC due to the sequential concatenation of
kernels. In contrast, our approach demonstrably increases EWPC by
5.5% and max 50% (STMS, LUD) and min -35% (WMMA, GELU).
The SORT benchmark presents unique cases. SORT is memory-
bound, with a high volume of read operations and insufficient
computation to effectively hide latency with other kernels. Con-
sequently, despite performance gains achieved through inter-kernel
resource sharing, ILP remains impacted by -12%. The distribution of
EWPC acceleration across the benchmarks highlights the consistent
effectiveness of GoPTX in enhancing ILP over existing techniques,
and thus translates to performance gains, as demonstrated by the
overall speedup presented in Figure 10.
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Fig. 11: Eligible warps per cycle comparison.

B. Resource Utilization

Figure 12 shows that VFuse and GoPTX improve occupancy
(AOC) by 4% compared to the baseline, while HFuse suffers a 5.7%
decrease because it launches more warps in a block waiting for others
to finish. This suggests that register pressure did not significantly
impact performance, as modern GPU compilers use advanced register
allocation strategies to optimize even with high register usage.
For example, WMMA uses 40 registers per block (75% theoretical
occupancy), while HARRIS uses 14 registers (100% occupancy).
Our weaved kernel uses 40 registers (75% occupancy). VFuse and
GoPTX improve off-chip resource utilization, e.g DU by 3.7% and
6.5%, respectively, while HFuse shows no change. GoPTX also
achieves the highest instruction throughput (ISU) increase (4.0%).
For on-chip resources, VFuse and HFuse show increments but
suffer from inconsistent performance gains due to warp competition.
Overall, GoPTX’s ability to improve ILP and hide latency leads to
the best resource utilization and ISU among all evaluated techniques.

C. Case Study of Stalls

We analyze the impact of instruction weaving on warp stalls
using WMMA+GELU and WMMA+HARRIS. These workloads share
a common kernel (WMMA) but exhibit significantly different per-
formance improvements. GoPTX achieves a 20% performance im-
provement and a 38% increase in EWPC for WMMA+HARRIS,
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Fig. 12: Hardware resource utilization comparison.

while experiencing a -2% performance degradation and a -35%
decrease in EWPC for WMMA+GELU. As Figure 13 illustrates,
after GoPTX processing, WMMA+HARRIS experiences a 20.5%
reduction in scoreboard stalls, while WMMA+GELU incurs a 30.4%
increase (still better than VFuse and HFuse). For total stall cycles,
WMMA+HARRIS sees a 34.5% reduction, while WMMA+GELU
remains unchanged. This disparity can be attributed to the differing
hardware resource contention between the kernels involved, as Table
I shows. Both WMMA and GELU involve a significant amount of
half-precision computation, leading to contention for ALU resources.
In contrast, WMMA and HARRIS (primarily integer computations)
exhibit complementary computation types. This result highlights the
importance of resource complementarity for ILP enhancement.

Baseline
VFuse
HFuse

GoPTX

WMMA+GELU WMMA+HARRIS

0 2,000,000 4,000,000
Number of Cycles

0 2,000,000 4,000,000
Number of Cycles

long_scoreboard wait not_selected math_pipe_throttle no_instruction Others

Fig. 13: Warp stalled cycles and reasons.

D. Performance Breakdown

a) Contributions of Merging, Weaving and Slicing: To isolate
the effects of each technique, we conducted a series of experiments
where we selectively enabled weaving and slicing. Even without both,
control flow optimization alone achieves a performance improvement
of 9.7%. This enhancement is attributed to the effective sharing of
resources within the SM and the instruction reordering capabilities
of the ptxas backend. Slicing incurs a slight decrease of 0.6%
while creating opportunities for weaving to achieve a significant
performance improvement of 2.1%. Without slicing, weaving only
improves 0.3%. These findings underscore the necessitity of both
weaving and slicing in facilitating instruction parallelism.

b) Threshold for Code Slicing: We compared our adaptive
slicing algorithm with fixed-threshold approaches, where the slicing
threshold ranged from 256 to 1024. As evident from Figure 14, the
effect of the threshold varies significantly and no single value is
universally optimal. Our adaptive algorithm outperforms the fixed-
threshold approach in most cases. However, the WMMA benchmark
exhibits better performance with the fixed-threshold approach due
to the presence of tensor core instructions, which occur at fixed
intervals. This highlights the sensitivity of the fixed-threshold ap-
proach to workload characteristics. In contrast, our adaptive approach
dynamically adjusts the slicing threshold, making it more robust and
adaptable to a wider range of workloads.

VI. RELATED WORK

a) Concurrent Kernel Execution: Methods based on cuStream,
MPS, or MIG [23], [26], [27] focus on scheduling and optimizing
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Fig. 14: Speedup of the threshold for code slicing, compared to our
adaptive algorithm.

multiple kernels but don’t fully address resource under-utilization [3],
[28], [29]. Xu et al. propose Warped-Slicer [28], which dynamically
and statically schedules thread blocks from different kernels to a
single SM. Wang et al. introduce SMK [29], which uses preemption
for block-level scheduling by efficiently dividing resources. Although
these approaches can enhance utilization, Dai et al. [3] have shown
that intra-SM sharing schemes may reduce overall performance due
to substantial interference between kernels.

b) Code Combination Techniques: Guevara et al. [30] and
Gregg et al. [31] combine kernels at the thread block level, which can
incur significant overhead. Wang et al. [13] suggest three thread-level
fusion strategies, but their method cannot handle synchronization [4],
[13]. Li et al. [14] present automatic horizontal fusion, allowing
GPUs to distribute instructions to different warps. Even with the
above designs, severe kernel interference remains unresolved, and our
evaluation demonstrates that GoPTX outperforms those prior designs
on parallelism enhancement.

c) GPU ILP Optimization: Shobaki et al. [11] propose a
compile-time Branch-and-Bound algorithm to balance ILP and occu-
pancy, while their later work [12] parallelizes instruction scheduling,
further enhancing occupancy and reducing schedule length. WASP
[32] introduces warp specialization to enable parallel tasks within
a block, boosting utilization. These approaches generally overlook
resource sharing and latency hiding, thereby limiting ILP and uti-
lization across kernels constrained by hardware units, while our fine-
grained GoPTX method addresses this by enabling resource sharing
to enhance ILP.

VII. SUMMARY

Targeting at raising instruction-level parallelism of GPU execu-
tions, this paper presents GoPTX to weave instructions from two
different kernels, serving as a fine-grained kernel fusion at PTX level.
The design overall encompasses CFG merging, instruction weaving
and code slicing to generate highly efficient codes for better uti-
lization of the underlying resources. We implement the prototype of
GoPTX based on NVIDIA off-the-shelf CUDA software stack, with
particular handling of race conditions and deadlock. Experimental
results on representative kernels demonstrate that GoPTX effectively
improves performance with higher ILP and utilization.
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